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1 
Document History

This chapter describes the document’s creation events and contributors.

1.1 Contributors

This document is based on the meeting of the technical team in Egypt with the following members contributing to this document.

	Person
	Partner

	Walter Koch, Bernd Sproger
	AIT


1.2 Revision History

	Revision Date
	Author
	Version
	Change Reference & Summary

	2011-03-08
	AIT
	0.1
	Final

	
	
	
	

	
	
	
	


1.3 Reviewers and Approvals

This document requires the following reviews and approvals. Signed approved forms are kept in the project file.

	Name
	Position
	Signature on approval
	Date
	Version

	Walter Koch
	
	
	2011-03-08
	0.1

	
	
	
	
	


1.4 Distribution

This document has been distributed to:

	Group
	Date of issue
	Version

	Adrian Smales
	2011-03-08
	0.1


2 Introduction

2.1 Overview – The BHL-Europe Key Components

BHL-Europe Technical Architecture

· Pre-Ingest

· Ingest

· Archival Storage

· Data Management

· Access

· Portal

3 Interdependencies between Key Components

Aims to describe the data flows through the system and in between the key components, comparable to the OAIS data flow diagram
. Here we can also use our workflow diagrams and data flow diagrams (such as using Pentaho mapping for Europeana).

3.1 OAIS Component Deployment

BHL Europe uses virtualization technology from VMWare whereby larger physical servers are used in place of many small physical servers to increase the utilization of costly hardware resources such as CPU.  New virtual machines can be provisioned as needed for scalability or redundancy needs.  In order to reduce configuration and maintenance efforts all software specific to an OAIS component is installed on the shared network working storage.  This storage is organized by execution environments, filetype, and OAIS components.
3.1.1 Execution Environments

In order to maintain a stable system capable of evolving in the future several execution environments are needed.  At a minimum development and production environments are required to have a stable system in production and a development system for bug fixes, feature development and testing.
	Execution Environment
	Path to Environment

	Development
	/mnt/nfs-demeter/dev

	Staging
	/mnt/nfs-demeter/stage

	Production
	/mnt/nfs-demeter/prod


3.1.2 Filetype
On order to optimize the performance and maintainability of the BHL Europe system the files are separated into three types based on typical best practices of Linux systems:

· Software engines

· Data files of software engines

· Log files of software engines
Using the production environment as an example this gives the following:
	Type of File
	Path to Filetype

	Software engine
	/mnt/nfs-demeter/prod/opt

	Data
	/mnt/nfs-demeter/prod/data

	Logs
	/mnt/nfs-demeter/prod/logs


3.1.3 OAIS Components

To keep the BHL Europe system modular the OAIS components are separated as well.  Using the production environment and the software engines as examples this gives the following:
	OAIS Component
	Path to OAIS Software Components

	Pre-ingest
	/mnt/nfs-demeter/prod/opt/pre-ingest

	Ingest
	/mnt/nfs-demeter/prod/opt/ingest

	Archival Storage
	/mnt/nfs-demeter/prod/opt/archival-storage

	…
	…


4 Key Components

4.1 Archival Storage

This component provides the services and functions for the storage, maintenance and retrieval of AIPs.  The work on Archival Storage is mainly composed of the installation, configuration, and integration of the open source components Tomcat, MySQL, and fedora-commons with the infrastructure of BHL Europe housed at the Natural History Museum, London.  As such documentation of fedora-commons is provided as an appendix.
The differences between the current version and D3.4 are:

· The SWORD interface and plugin for fedora is not used.  At this point the added value of providing a SWORD interface is not known and thus does not seem worth implementing currently.  A SWORD interface can always be added in parallel at a future date if the requirement arises.
· The MySQL database is used instead of Postgresql.  The majority of the development team members were already familiar with MySQL thus making development faster.
· A small custom extension of the underlying lowlevel storage based on Akubra module has been written to accommodate the different types of storage mainly short term(disk based) and long term(disk and tape based).
The following diagram shows the main software modules used to implement Archival Storage.


[image: image2]
Figure 4‑12 Archival Storage Architecture
4.1.1 The Fedora Digital Object

Fedora defines a generic digital object model that can be used to persist and deliver the essential characteristics for many kinds of digital content including documents, images, electronic books, multi-media learning objects, datasets, metadata and many others. This digital object model is a fundamental building block of the Content Model Architecture and all other Fedora-provided functionality. The basic components of each digital object are:

· PID: A persistent, unique identifier for the object.

· Object Properties: A set of system-defined descriptive properties that are necessary to manage and track the object in the repository.

· DataStream(s): The element in a Fedora digital object that represents a content item.
[image: image4.jpg]There are four distinct types of Fedora digital objects that can be stored in a Fedora repository. The distinction between these four types is fundamental to how the Fedora repository system works. 

· Data Object : used to store digital content entities

· Service Definition Object : used to store service descriptions

· Service Deployment Object : used to deploy services

· Content Model Object : objects used to organize other objects

4.1.2 Islandora Content Model

For BHL Europe we use the “Islandora content model” to determine which mime-types can be ingested and how the object will be managed on ingest. 
The Islandora Content Model extends the Fedora Content Model Architecture (CMA). Specifically we use the “bookCModel” and the “pageCModel”. These two objects are provided by the Island Lives drupal module (Islandora Book) and can be ingested via the drupal admin interface. 
Each digital object using the bookCModel or pageCModel will represent a book or a page. So it is easier to create relations between a book and its pages. 
4.1.3 Deployment
The following diagram shows the deployment diagram for Archival Storage.
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 Figure 4‑12 Archival Storage Deployment Diagram
4.2 Access

[Atos/AIT]
4.3 Portal

[MfN/AIT/Atos]
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