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Overview 

•  Information retrieval evaluation 
– TREC 

•  Multimedia retrieval evaluation 
– TRECVID, ImageEval, Benchathlon, … 

•  ImageCLEF 
– Past 
– Future 



Business Information 
Systems 

•  Started very early (1960s, in part as a theoretical 
discipline …) 
– Cranfield tests, Smart 

•  TREC became a role model for benchmarks with 
many spin-offs (TRECVID, CLEF, …) 
– Yearly circle of events 
– Relevance-based evaluations, … 
– Mainly system-oriented evaluation 

•  Still, much can be criticized 
– Measures, interactive retrieval, … 

Information retrieval evaluation 
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A yearly circle 
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Visual retrieval evaluation 
•  Little systematic evaluation in first years of 

research (1990-2000) 
– Some papers on methodologies 
– Benchathlon to foster discussions 

•  Since then, evaluation has come a long way … 
•  TRECVID, ImageCLEF, INEX MM, ImageEval, … 

–  Improvement in performance can be shown 
– Techniques can be compared 

•  Methodologies and user models can be criticized 
– Not all research can be benchmarked 
–  Innovation instead of pure performance 
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Axes for benchmarks 

•  Databases 
•  Tasks/topics 

–  Including experts for relevance judgements 
•  Participants 

– Techniques to compare 
•  Ground truth, gold standard  
•  Performance measures 



Business Information 
Systems 

Problems of IR benchmarks 

•  Funding 
•  Access to visual datasets 
•  Motivate participation (everybody is afraid to loose) 
•  Partners from industry 
•  Realistic tasks and user models 
•  Ground truthing (costly, ambiguous) 
•  Organisational issues 
•  Proving advances and benefits 
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•  Cross Language Evaluation Forum 
– Started as track in TREC (Text Retrieval 

Conference,1997) 
•  Independent workshop since 2000 
•  Multilingual information retrieval 

– Collections are multilingual 
– Queries are in a language different from the 

collection 
•  Good framework, registration, legal issues, 

proceedings in Springer LNCS, … 
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•  2003: first image retrieval task, 4 participants 
•  2004: 17 participants for three tasks (~200 runs) 

– Medical task for visual image retrieval added  
•  2005: 24 participants for fours tasks (~300 runs) 

– Two medical tasks 
•  2006: 30 participants for four tasks (~300 runs) 

–  LTU database of objects for object classification 
•  2007: 35 participants (>1000 runs) 

– Hierarchical classification 
•  2008: 45 participants submitted results (>2000 runs) 

–  63 registrations, wiki task 
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ImageCLEF 2008 
•  ImageCLEF/Quaero workshop on image retrieval 

evaluation 
–  To motivate visual retrieval community 

•  Ad-hoc retrieval with query in a different language 
–  Photo collection, vacation pictures of an agency 

•  Concept detection task 
•  Medical Retrieval task 

–  Collection of ~70’000 images with annotations  
•  Medical classification task 

–  Hierarchical classification 
•  Wikipedia retrieval task 
•  Interactive retrieval (using a FlickR API) 
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Photo retrieval 2008 
•  Promote diversity in retrieval 

–  Evaluated using Cluster Recall 
•  Very strong participation 

–  Most participants used two stage process: perform ad-hoc 
retrieval; then cluster results 

•  Analysis of results showed 
–  Standard retrieval does not promote diversity 
–  Choice of language negligible for results 
–  Combining content and concept-based methods gives best 

results 
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•  Small hierarchy of concepts for annotation 
•  Purely visual concept detection works well 
•  Local features such as SIFT outperform other 

techniques 
•  Link with photo  

retrieval, but only 
used by a single 
group 
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•  Semi-Structured annotation together with images 
– This year annotation and topics in English 

•  Not all topics contained images 
– Bias against visual retrieval 

•  Text retrieval works well 
– Visual concepts can improve  

overall performance 
•  Participants are judges 
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Medical annotation task 2008 

•  Again a hierarchy of classes for visual 
classification 
– Distribution of classes in  

training and test data not equal 
– Forced to use confidence on 

a hierarchy level 
•  Local features outperform global ones 
•  Machine learning techniques are key to success 
•  Results of past years published in special issue 
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Tasks for the medical task 

•  Realistic!! 
– Based on independent expert opinions 
– Based on surveys (Portland, Geneva) 
– Based on log files (health on the net media search, 

medline) 
•  Retrieval with varying degree of visualness 

– A little subjective 
•  Afterwards analysis of results per task 

– Analyze ambiguity for judges (double judgments) 
•  Kappa analysis 
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1.4  
Show me x-ray images of a tibia with a fracture. 
Zeige mir Röntgenbilder einer gebrochenen Tibia. 
Montre-moi des radiographies du tibia avec fracture. 
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3.6  
Show me x-ray images of bone cysts. 
Zeige mir Röntgenbilder von Knochenzysten. 
Montre-moi des radiographies de kystes d'os. 
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•  Retrieval 
– Expensive task with real users! 

•  Funding from NSF, help from participants 
– Pooling is used with varying number depending on 

submissions 
–  Judgment scheme: relevant – partially – non-

relevant 
•  Describe all categories exactly!! 

– Double judgments to analyze ambiguity 
•  Good systems stay good with any judge 

•  Interactive 
– Participants evaluate themselves (time, Nrel) 
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•  Categories for media used 
– Visual, textual, mixed 

•  Categories for interaction used 
– Automatic, feedback, manual modification 

•  Still: Mean Average Precision as a lead measure 
– Correlates very well with other measures 
– BPref, P(10-50) used for comparison 

•  Many ideas on how to find better measures 
– No resources to pursue this 

Evaluation 
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•  Event for discussions among participants 
– Mix visual and text retrieval communities 
–  Learn from results of others 

•  Oral presentations are selected based on 
novelty of techniques not on performance 

•  Every participant can present a poster 
•  Presentation of the main findings 

•  Feedback is very positive and participants do 
not regret their participation 
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ImageCLEFmed 2008 

•  Images and full-text articles of Radiology/ 
Radiographics (thanks to the RSNA!) 
– Captions of the figures with detailed information 

on the figures, subfigures 
– The kind of data that clinicians search 

•  Detailed search tasks may not be the most 
common for diagnosis, rather teaching 

•  More adapted for text retrieval, image analysis 
has to be done with care 
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Some results 
•  Visual retrieval has often good early precision 

but poor recall 
•  Visual features can be useful for specific 

queries 
– This can be detected more or less automatically  

•  Multimodal retrieval has most potential 
•  Visual classification has improved significantly 
•  Relevance feedback and interactive retrieval are 

rarely used  
–  (lack of manpower, non-interactive setups) 
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ImageCLEFmed 2009 

•  Search for similar cases in the literature 
– Several sorts of images (xray, CT, MRI) 
– Use incomplete data (no textual information on 

modality, pathology) 
– Much more realistic scenario! Clinician in the 

process of solving a difficult case 
•  Hard task: text processing might not work 

– Fusion of very varied data is an important topic 
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ImageCLEF 2009 medical classification 

•  Nodule detection in lung CT images 
•  Image database from the LIDC 

– Supplied with the help  
of the NCI 

•  Small region of interest  
to detect 
– Exact place and size 
– Potential 3D task 
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3D task 
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ImageCLEF 2009 

•  Robot Vision task 
– Details to be defined 

•  Again a wikipedia task 
•  Maybe a new photo retrieval task 

–  Larger dataset 
– Maybe in connection with an ontology-based 

annotation (Theseus project) 
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Conclusions 
•  Evaluation is important to be able to compare 

techniques 
– Performance alone is not the only goal 

•  Benchmarks provide a basis usable for many 
researchers 
– Avoiding much double work of creating data 
– They are hard to organise and harder to fund 

•  ImageCLEF has had an impact on data/techniques 
used by participant in visual retrieval 
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